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Problems with xAI for Object Detection
• Explainability methods are optimized for

classification only
• Implementations/best practices are missing

for object detection models
• Pixel-level information is hard to interpret

Goals of this Work
• Locally explain object detection models

using LRP
• Provide class-wise and instance-wise

explanations
• Local-to-global concept and attribution

analysis

Locally Explaining Detections

• Local attribution maps show pixel-wise
importance scores w.r.t a target

• Layer-Wise Relevance Propagation (LRP)[1]
as rule-based backward pass of attribution

• Focus on „what has been used“ by the
model w.r.t the target

• Model specific configuration (especially for
object detection) required

Local-to-Global Approaches
1. Concept-based decomposition with

a) partitioning into most attributed concepts
[2]

b) testing for a pre-defined semantic
concept

2. Attribution-based clusterings for extracting
detection strategies (Figure 6).
• Usage of contextual features
• Usage of false correlations

Application to Automotive 
We successfully scaled the methods to a real-
world application with examples of the 
Cityscapes dataset on a MaskRCNN (Figure 5).
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Figure 1: Model forward pass (left) and LRP backward pass (right)

Figure 5: LRP explanations for detections of a 
MaskRCNN model on the Cityscapes dataset. 
(© 1. Cityscapes dataset) 

Figure 3: LRP explanation and concept decomposition for the
detection of a car by an SSD object detector (© 1. COCO dataset) 

Figure 6: Cluster visualization for detections of class „Person“ in the COCO dataset using the
SSD model (depicted in Virelay[3]). Multiple clusters with highly attributed contextual
information like „surfboard“ can be found.

Figure 2: The multi-dimensional output of object detection models
requires for a profound choice on what to explain and how to
initialize LRP.

Figure 4: Local attribution for globally encoded concept

Test sample for an 
internal encoding
of the semantic
concept „wheel“
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