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Figure 1: Indirect feature space comparison via semantic concepts and sample attributions
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+ Informed model selection for Al safety. '

» Selection of the best model (among =)

several) based on their knowledge.
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« Existing methods foremostly utilize '
performance or error-estimation metrics. Fifconeept Ih coneep
« Different networks have different
architectures and may learn different
Internal representations.

Figure 2: Saliency-based concept similarity estimation
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Unsupervised Concept Similarity (UCS) Threshold (BT)
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concepts which correspond to natural - 07 76 01 11 424 SSDEY
language concepts (e.g., head, tyre). L Lo YOL05.c0 & SSD.c1
« Abstraction of concepts grows with the | | | |
Figure 3: Comparison of mined concepts in layer 7.conv of YOLOV5 and
depth, layer backbone.extra.0.3 of SSD

« Concept vector in the feature space iIs

Concept Activation Vector (CAV) [1]. X, sim(CAV, X,)

) . . . | X : sim(CAV4, X,)
Concept can be available a priori [1] or i < C:L\VAE ) S;m(cm,‘, X.)
mined [2]. i X,

* CAVs enable the measurement of concept

: . Rank Similarity
attribution in samples.

Feature Space 2

» By measuring concept attributions in i Xs sim(CAV*, X,)
. ! X, | > sim(CAV*, X,)
different networks for the same samples, ; CAV* | sim(CAV*, X,)
we compare these networks. - X
« Knowledge may be compared in pair of Figure 4: Ranking-based concept similarity estimation

layers or in whole networRs.
« Saliency-based and ranking-based
knowledge comparison are proposed.
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